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What is Open World?
Assume that what is not known to be true is simply unknown.

Open World Assumption applies when a system has incomplete information

For example:

Virtual Assistant



Close World Classification vs Open World Classification
Close World Classification

 The classes appeared in the test data must have appeared in training. 

Open World Classification

In an open environment, the ideal classifier should classify incoming data to the 
correct existing classes that appeared in training and detect those examples that do 
not belong to any existing classes. 



Topics
Open World Classification Via Decision Boundaries [1]

Open Representation Learning [4]

Unseen Class Discovery [2]

Incremental Open World Classification [3]

Zero-shot Open World Classification [5]
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Relationships-Problem Definition
Open World Classification

m seen classes Y = {l1, …,lm}, reject class is l0 

Training Corpus Dtrain = {(xi,yi)}, yi must be in Y

Testing Corpus Dtest = {(xj, yj)}, yj can be in Y or 
l0 Incremental Open World 

Classification
seen classes series Y = {Y1, …}, every Y 
has no overlapping.
Training Corpus Series Dtrain = {Dtrain1, ...} , 
Dtrain1 = {(xi,yi)}, yi must be in Y1
Testing Corpus Series Dtest = {Dtest1, ...} , 
Dtest1 = {(xj,yj)}, yj must be in Y1 or l0

Unseen Class Discovery

Testing Corpus Dtest = {(xj, 
yj)}, yj can be in Y or C={c1, 
…}

Zero-shot Open World 
Classification

Training Corpus Dtrain = {(yi)}, 
yi must be in Y



Relationships-Technique
multiclass classifier

Open World Classification Via Decision Boundaries [1] 

m seen class classifier >>  m seen class decision boundaries

Open Representation Learning [4] 

(m+1) (augmented out-out-distribution class) classifier >> (m+1) class decision boundaries

pairwise network to model the example similarities (next page)



Relationships-Technique
multiclass classifier (previous page)

pairwise network to model the example similarities

Unseen Class Discovery [2]

learn pairwise network from m seem class >> extend to testing examples for clustering

Incremental Open World Classification [3] 

meta-learning pairwise network >> maintain each seen class’s support examples for open 
world classification

Zero-shot Open World Classification [5] 

pretrained vision-language similarity network >> compare testing image to seen labels 
and generated image description
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Roadmap-Technique
multiclass classifier

Open World Classification Via Decision Boundaries [1] 

m seen class classifier >>  m seen class decision boundaries

Open Representation Learning [4] 

(m+1) (augmented out-out-distribution class) classifier >> (m+1) class decision boundaries

pairwise network to model the example similarities (next page)



Decision Boundary Finding
m seen classes Y = {l1, …,lm}, reject class is l0 

decision boundary finding T = {t1, …, tm} >> open space reduction



DOC: Deep Open Classification of Text Documents (Shu et. al, EMNLP 2017)

● Propose a novel method based on deep learning for open text classification (DOC).

● The proposed method markedly outperforms state-of-the-art existing approaches 
from both text classification and image classification fields.

● Idea:
○ Build a multi-class classifier with a 1-vs-rest final layer of Sigmoids

○ Reduce the open space risk further for rejection (𝑙0) by tightening the decision boundaries of Sigmoid 
functions with Gaussian fitting. 

■ Open space risk: the classifier should not cover too much empty space.



CNN and Feed Forward Layers
● Embedding layer embeds 

words in document into dense 
vectors 

● Convolutional layer performs 
convolution over dense vectors 
using different filters of varied 
sizes 

●Max-over-time pooling layer 
selects the maximum values 
from the results of the 
convolution layer to form a 
feature vector 

● 2 fully connected layers and 
one intermediate ReLU 
activation reduce feature vector 
to m-dimensional vector
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1-vs-Rest Layer

● m Sigmoid functions for m seen classes
○ i-th Sigmoid function corresponding to class 𝑙i

● Model’s loss function:
○ summation of all log loss of the m Sigmoid functions
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Comparing 1-vs-Rest and Softmax
● Softmax as the final output layer

○ does not have the rejection capability 
○ because the probability of prediction for each class is normalized across all training/seen 

classes

● 1-vs-Rest as the final output layer
○ allows rejection capability
○ for i-th class, it takes all training examples with y= 𝑙i as positive examples and all the rest 

of the examples y != 𝑙i as negative examples



Rejecting Instances during Testing
● Reinterpret the prediction of m Sigmoid functions to allow rejection
                                                                                                

● For the i-th Sigmoid function
○ if the predicted probability Sigmoid(di) is less than a threshold ti belonging to class 𝑙i,
○ If all predicted probabilities are less than their corresponding thresholds for a test 

instance, the instance is rejected,
○ otherwise, its predicted class is the one with the highest probability.

Ym



Reducing Open Space Risk Further

Sigmoid function
○ uses the default probability threshold of ti = 

0.5 for classification of each class 𝑙i
○ ti = 0.5 does not consider potential open space 

risks from unseen (rejection 𝑙0) class data
○ Idea:

■ better probability threshold of ti  >> 0.5 
■ method: outlier detection



Gaussian Fitting
● Dense positive examples with the 

probability threshold ti  >> 0.5 

● Assume the predicted probabilities of 
all positive training data of each class 
follow half of the Gaussian distribution 
(with mean µi  =1)

● Estimate the standard deviation σi 
● Set the probability threshold ti  = 

max{0.5, 1-ασi }, usually α = 3 as in 
outlier detection

● Different class 𝑙i can have a different 
classification threshold ti 

𝑙
i



Experiment Setting
• Datasets:

• 20 Newsgroups: 20 non-overlapping classes. Each class has about 1000 documents

• 50-class reviews: Amazon reviews of 50 type of products (classes). Each class has 
1000 reviews. 

• Training and test data: for each class, randomly sample 60% of documents for 
training, 10% for validation and 30% for testing.

• Vary the number of training/seen classes 
• use 25%, 50%, 75%, or 100% classes for training/seen and all classes for testing.
• using 100% classes for training is the same as the traditional closed-world 

classification.

• Evaluation measure:
• macro F1-score over m+1 classes (1 for rejection)



Experiment: Compared Methods
• cbsSVM: the latest method published in NLP

• uses SVM to build 1-vs-rest CBS classifiers for multiclass text classification with rejection option.
• all documents use TF-IDF term weighting scheme with no feature selection. 

• OpenMax: the latest method published in computer vision
• a CNN-based method for image classification
• adapt it for text classification by using CNN with a softmax output layer, and adopt the OpenMax layer 

for open text classification
• the result from softmax is reported when all classes are seen (100%), since OpenMax layer always 

performs rejection

• DOC(t = 0.5): Gaussian fitting isn't used to choose each ti 

• DOC: Gaussian fitting is used for furtherly reducing open space



Experiment: Hyperparameter Setting
 



Results



Conclusion

• Propose a novel deep learning based method, called DOC, 
for open text classification

• Using the same text datasets and experiment settings, we 
showed that DOC performs dramatically better than the 
state-of-the-art methods from both the text and image 
classification domains. 

• We also believe that DOC is applicable to images. 
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Roadmap-Problem Definition
Open World Classification

m seen classes Y = {l1, …,lm}, reject class is l0 

Training Corpus Dtrain = {(xi,yi)}, yi must be in Y

Testing Corpus Dtest = {(xj, yj)}, yj can be in Y or 
l0 Incremental Open World 

Classification
seen classes series Y = {Y1, …}, every Y 
has no overlapping.
Training Corpus Series Dtrain = {Dtrain1, ...} , 
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Zero-shot Open World 
Classification
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Roadmap-Technique
multiclass classifier

Open World Classification Via Decision Boundaries [1] 

m seen class classifier >>  m seen class decision boundaries

Open Representation Learning [4] 

(m+1) (augmented out-out-distribution class) classifier >> (m+1) class decision boundaries

pairwise network to model the example similarities (next page)



Open Representation Learning
NLP example:

we have only learned features for ``it is red" (for cherries) and ``it is yellow" (for 
bananas) for a fruit classification task. The problem we are trying to overcome 
manifests when the model is exposed to a blueberry during testing. 

during training, it does not possess a proper method to extract features for ``blue''. 
Ideally, we want a representation learning approach that can compute such a 
representation instead of using the representation of ``red'' or ``yellow''.



Distributional-shift Data Augmentation



Learning 
Distributional-shift Instance Class: lm+1

Supervised Classifier on Y and the augmented class Y’ = {l1, …,lm,lm+1}

Decision Boundary Learning for Y’, B’ = {b1, …,bm,bm+1}, here we use adjustable 
decision boundary (ADB) method (Zhang et al 2021)



Experiment Setting
• Datasets:

• Banking, OOS and Stack Overflow

• Vary the number of training/seen classes 
• use 25%, 50%, 75%, classes for training/seen and all classes for testing.

• Evaluation measure:
• precision, recall, and F1 score of unseen examples
• macro-F1 of seen classes and overall accuracy



Result: Different Data Augmentation Methods

precision, recall, and F1 score of unseen examples on OOS 25% setting

ODIST-DB: ODIST without decision boundary findings
ODIST-DB-Select: span replacement
Word Delete: randomly delete words in the text
Word Reorder: randomly reorder words in the text



Result: Close vs Open Representation

F1 score of unseen examples, macro-F1 of seen classes and overall accuracy

ADB: m seen class classifier + m class decision boundary finding

ODIST: (m+1) class classifier + (m+1) class decision boundary finding, the extra 1 class is from 
distributionally-shifted instances
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Roadmap-Problem Definition
Open World Classification

m seen classes Y = {l1, …,lm}, reject class is l0 

Training Corpus Dtrain = {(xi,yi)}, yi must be in Y

Testing Corpus Dtest = {(xj, yj)}, yj can be in Y or 
l0 Incremental Open World 

Classification
seen classes series Y = {Y1, …}, every Y 
has no overlapping.
Training Corpus Series Dtrain = {Dtrain1, ...} , 
Dtrain1 = {(xi,yi)}, yi must be in Y1
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Unseen Class Discovery

Testing Corpus Dtest = {(xj, 
yj)}, yj can be in Y or C={c1, 
…}

Zero-shot Open World 
Classification

Training Corpus Dtrain = {(yi)}, 
yi must be in Y



Relationships-Technique
multiclass classifier (previous page)

pairwise network to model the example similarities

Unseen Class Discovery [2]

learn pairwise network from m seem class >> extend to testing examples for clustering

Incremental Open World Classification [3] 

meta-learning pairwise network >> maintain each seen class’s support examples for open 
world classification

Zero-shot Open World Classification [5] 

pretrained vision-language similarity network >> compare testing image to seen labels 
and generated image description



Unseen Class Discovery
Automatically discovering the hidden unseen classes of the rejected examples

Beyond reject examples to the class l0, we aim to find the clusters C={c1, …} inside 
the rejected examples



Unseen Class Discovery in Open-world Classification (Shu et. al, arXiv 2018)

● the data from the seen training classes, which can tell us what kind of 
similarity/difference is expected for examples from the same class or from 
different classes. 

● It is reasonable to assume that this knowledge can be transferred to the rejected 
examples and used to discover the hidden unseen classes in them.

● Idea:
○ joint open classification model 
○ with a sub-model for classifying whether a pair of examples belongs to the 

same or different classes. 
○ This sub-model can serve as a distance function for clustering to discover the 

hidden classes of the rejected examples. 





Experiment Setting: Dataset

MNIST : handwritten digits (10 classes), which has a training set of 60,000 examples, 
and a test set of 10,000 examples. We use 6 classes as the set of seen classes and 
use the rest 4 classes as unseen classes (all randomly chosen).

EMNIST (Cohen et al., 2017): EMNIST is an extension of MNIST to commonly used 
characters such as English alphabet. It is derived from the NIST Special Database 19. 
We use EMNIST Balanced dataset with 47 balanced classes. It has a training set of 
112,800 examples and a test set of 18,800 examples. We use 33 classes as the set of 
seen classes, 10 classes as the unseen classes and 4 classes as the validation seen 
classes (again, all randomly chosen).

We use the same validation classes from the following EMNIST dataset as the 
validation dataset for MNIST.



Experiment Setting: Evaluation Metrics
Number of clusters: We compare the number of discovered clusters and 
the true number of clusters in the unseen class test data.

Quality of clusters: Here we compare the cluster membership of the 
test images with these images’ ground-truth labels using the popular 
evaluation metric (we re-defined some notations here): Normalized 
Mutual Information (NMI) (Pluim et al., 2000), which is a normalization of 
the Mutual Information (MI) to scale the results to between 0 (no mutual 
information) and 1 (perfect correlation).



Results



Results
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m seen classes Y = {l1, …,lm}, reject class is l0 

Training Corpus Dtrain = {(xi,yi)}, yi must be in Y

Testing Corpus Dtest = {(xj, yj)}, yj can be in Y or 
l0 Incremental Open World 

Classification
seen classes series Y = {Y1, …}, every Y 
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Training Corpus Series Dtrain = {Dtrain1, ...} , 
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yj)}, yj can be in Y or C={c1, 
…}

Zero-shot Open World 
Classification

Training Corpus Dtrain = {(yi)}, 
yi must be in Y



Relationships-Technique
multiclass classifier (previous page)

pairwise network to model the example similarities

Unseen Class Discovery [2]

learn pairwise network from m seem class >> extend to testing examples for clustering

Incremental Open World Classification [3] 

meta-learning pairwise network >> maintain each seen class’s support examples for open 
world classification

Zero-shot Open World Classification [5] 

pretrained vision-language similarity network >> compare testing image to seen labels 
and generated image description



Incremental Open World Classification









Results
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Relationships-Technique
multiclass classifier (previous page)

pairwise network to model the example similarities

Unseen Class Discovery [2]

learn pairwise network from m seem class >> extend to testing examples for clustering

Incremental Open World Classification [3] 

meta-learning pairwise network >> maintain each seen class’s support examples for open 
world classification

Zero-shot Open World Classification [5] 

pretrained vision-language similarity network >> compare testing image to seen labels 
and generated image description



Zero-Shot Open World Classification
Training Corpus Dtrain = {(yi)}, yi must be in Y

Testing Corpus Dtest = {(xj, yj)}, yj can be in Y or l0

Advantage:

No fine-tuneing

Support incremental open world classification

Challenge:

Bridge label(text) and image >> CLIP (Contrastive Language–Image Pre-training)

How to decide out-of-distribution?



Solution
Generate image description

Use CLIP to compare image description and label descriptions and pick the highest 
probability





Results





Future Works
zero-shot open text classification

zero-shot open world classification on image using multiple pretrained 
vision-language models for further performance improvement

few-shot without parameter updating/prefix tuning open text classification

extend to slot labeling/NER
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